Methods for Removing Links in A Network to Minimize the Spread
of Infections

Apurba K. Nandi, Hugh R. Medal
Industrial and Systems Engineering
Mississippi State University
PO Box 9542
Mississippi State, MS 39762
Tel: (662)325-3923

Abstract

Minimizing the spread of infections is a challenging problem, and it is the subject matter in many
different fields such as epidemiology and cyber-security. In this paper, we investigate the effec-
tiveness of link removal as an intervention to minimize the spread of infections in a network. With
that in mind, we develop four network interdiction models with different objectives and formu-
late these models as mixed integer linear programs. We also propose heuristic algorithms to solve
the models. In effect, the network interdiction models act as link removal methods when used to
minimize the spread of infections. We compare the effectiveness of these four methods with the
effectiveness of an existing link removal method, a method based on a link centrality metric, and
random link removal. Our results show that probability of transmission is an important factor in
determining the effectiveness of link removal methods. Complete isolation of susceptible nodes
from infected nodes is the most effective method in reducing the average number of new infections
except when the probability of transmission is very low. In contrast, link removal to reduce the
high probability transmission paths is the most effective method under most scenarios in increasing

the average time to infect half of the susceptible nodes.

Keywords: network interdiction, integer programming, contamination minimization, spread of

infections, link removal, edge manipulation

1. Introduction

The spread of harmful infections are omnipresent in real life networks: infectious diseases

spread through social and transportation networks, computer viruses and malware spread in com-
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puter networks, and propaganda and rumors spread in online social networks. Minimizing the
spread of these infections is very important because they can cause significant economic and so-
cial damage. Infectious diseases cause 10 million deaths each year globally, accounting for 23%
of the total disease related deaths [32]. In the well-known influenza pandemic of 1918, 30 to 50
million people globally and more than 600,000 people in the United States are estimated to have
died [13]. According to [24], 1000 to 1500 centrifuges of an Iranian nuclear power plant were de-
stroyed by spreading a computer worm called Stuxnet. Lethal worms and viruses such as Stuxnet
can easily fall in the hands of terrorist organizations and rogue nations.

It is well-documented that the ability of networks to maintain integrity when subject to at-
tack (selective removal) or error (random removal) on the nodes or links depends on the particular
network topology [14, 1]. Removal of a node in breaking the integrity of a network [14, 1] is
analogous to immunization in reducing the spread of infections . Holme et al. [14] studied the per-
formance of different types of complex networks after nodes and links were attacked, finding that
Erd6s—Rényi random networks [9] are the most robust, and scale-free networks [2] are the most
vulnerable against attacks. Albert et al. [1] studied the error tolerance of different networks and
demonstrated that scale-free networks are the most error tolerant but attack vulnerable. Satorras
and Vespignani [25] showed that the error-tolerance property of scale-free networks does not allow
a homogeneous approximation of connectivity in infectious disease spread modeling and results
in overestimation of the epidemic threshold. Pastor-Satorras and Vespignani [21] even found the
absence of an epidemic threshold in scale-free networks. Two implications of the work by Satorras
and Vespignani [25] are that even on networks with very small average connectivity, epidemics
can occur, and random immunization of nodes might not be an effective intervention. The above
findings are practically relevant because many real world networks have the topological character-
istics of the scale-free network, random network, and also small-world network [31]. For example,
the worldwide air transportation network has the topological characteristics of a scale-free network
[11], and some social networks have small-world network properties [10]. The underlying network
is indeed an important factor to successfully analyze spread of infections.

It is possible to minimize or slow down the spread of infections in a network by manipulating
the topology of the network [16, 28]. Two of the ways of manipulating the topology of a network
to minimize spread are removing links and removing nodes. Tong et al. [28] and Kimura et al.
[16] proposed greedy algorithms to minimize spread by removing a set of links. Enns et al. [8]
proposed a network interdiction model with a non-linear programming formulation that minimizes
the number of nodes at risk of infection. Unlike the removal of a set of links in [8, 16, 28], Shen
et al. [26], Ventresca and Aleman [29], and Commander [5] proposed network interdiction models
that removes a set of nodes to maximize the fragmentation of a network. The network interdiction

model proposed by He et al. [12] removes a set of both links and nodes to minimize the total cost



of infection and prevention of infection. Their model can also be used as a node and link removal
method to minimize spread by converting the cost of prevention into a budget and minimizing just
the cost of infection.

In this paper, we study the problem of selecting a subset of links in a network to minimize
the spread of infection. One of the reasons the link removal problem is very important because
it is more fundamental than the node removal problem. Links can be selected and removed with
finer precision to accomplish the desired objective. Marcelino and Kaiser [18, 19] compared sev-
eral generic edge and node ranking metrics in reducing the global spread of influenza through the
airline network. According to their results, link ranking metrics are usually more effective than
node ranking metrics. Moreover, in many situations the node removal option is unattractive or not
available at all, whereas there is still a way to remove links. For example, it might be very difficult
to find and eliminate terrorists in a terrorist network, but there might be a way to block their com-
munication channels, in effect removing links among them. The loss associated with completely
shutting down an entire airport might be enormous, but it might be possible to temporarily suspend
the flights between two specific airports during a global disease pandemic. Therefore, the link
removal problem has potential applications in fields which were previously studied from the point
of view of the node removal problem [4, 31, 3, 27, 17, 23].

Only a small amount of the previous research studied link removal methods that minimize the
spread of infections [28, 8, 12, 16, 15, 18, 19]. The algorithm proposed in [28] is based on the
finding that the leading eigenvalue of the network adjacency matrix determines whether a spread
will turn into an epidemic [30, 22]. They report the effectiveness of their algorithm by showing
that it reduces the leading eigenvalue more as compared with other eigenvalues. They also report
the effectiveness based on the comparison of fraction of infected nodes produced by a simulation.
However, they do not use information about which nodes are infected and which are not in the
link selection mechanism. Also, they do not compare their effectiveness with any existing well-
known link removal methods and link selection metrics. The algorithm proposed by Kimura et al.
[16] is based on bond percolation. The main virtue of the algorithm proposed by Tong et al.
[28] and the algorithm along with the speeding mechanism proposed by Kimura et al. [16] is that
that they are fast. Kimura et al. [16] evaluates the effectiveness of their algorithm in terms of
an indirect measure called contamination degree instead of a direct measure such as the average
number of new infections used in this paper. The model proposed by Enns et al. [8] minimizes
connectivity between infectious and susceptible nodes, but it is not clear from their work, how
effective this model is as a link removal method in minimizing the spread of infections. Moreover,
although Enns et al. [8] present a heuristic procedure, it is unclear if their non-linear programming
formulation can be solve to optimality for problem instances much larger than the instances with

15 nodes that they solve using complete enumeration. They do not propose any exact procedure



other than complete enumeration.

In this paper, we propose mixed-integer programming formulations of four network interdiction
models, each with different interdiction objectives. All the four models assume that only a subset
of the links can be removed. The first model (MINCONNECT, sub-section 3.1) minimizes the
number of connections between infected and susceptible nodes. The second model (MINATRISK,
sub-section 3.2) minimizes the number of susceptible nodes having one or more connections with
infected nodes. The third model (MINPATHS, sub-section 3.3) minimizes the number of paths
between infected and susceptible nodes. And, the fourth model (MINWPATHS, sub-section 3.4)
minimizes the weighted number of paths between infected and susceptible nodes. Our main goal
is to minimize the spread of infections. So, after applying an interdiction model, we test the
post-interdiction residual network using two different types of simulations: susceptible-infectious
(SI) and susceptible-infectious-recovered (SIR). Then, we estimate the average number of new
infections (measures the amount of spread) from the SIR simulation and the time to infect half
of the susceptible nodes (measures the slowing down of the spread) from the SI simulation. To
compare our link removal methods with existing methods, we also evaluate the effectiveness of
random link removal, a link removal method proposed by Kimura et al. [16], and a method based
on betweenness centrality.

Unlike the methods in [16, 28] which can only be applied to minimize spread, our interdiction
models can have applications in fields similar to the ones discussed in [26, 29] to fragment a
network. To our knowledge, the MINCONNECT model is the first interdiction model that takes
into account connection of each pair of nodes in a link removal setting. This model has potential
applications in problems such as synthesizing distributed firewall configurations in a computer
network. The MINATRISK model with the same interdiction objective as that of Enns et al. 8]
can be solved to optimality for networks larger than 150 nodes within reasonable time. These
networks (150 nodes) are much larger than the 15 nodes networks that Enns et al. [8] solved to
optimality. In addition, the 150 nodes networks are comparable with the 200 nodes instances that
Enns et al. [8] solved using their approximate algorithm. Also, to our knowledge, no existing
link removal method is based on controlling the speed of spread. The MINWPATHS model along
with the efficient algorithm to solve it is more effective than existing methods in slowing down the
spread.

Specifically, the contributions of this paper are as follows: 1) four new mixed-integer program-
ming (MIP) network interdiction models for the infection control problem, 2) two new greedy
algorithms for the MIP models, 3) comparison of our link removal methods with existing methods,
and 4) recommendations, based on our results about which link removal method is the most appro-
priate for different infection control contexts (e.g., reduction of the spread versus slowing down of

the spread and different probabilities of transmission).



The rest of the paper is organized as follows. In Section 2, we describe the problem of mini-
mizing the spread of infections in a network and the link removal problem. In Section 3, we give
mixed-integer programming formulations of our network interdiction models and prove several
structural properties. In Section 4, we provide the solution algorithms. In Section 5, we discuss
the computational tractability of our algorithms by reporting the results of a set of experiments.
In Section 6, we compare all the link removal methods via simulation. Finally, in Section 7, we

conclude our paper.

2. Problem Description

Our mathematical models consist of undirected graph G = (N,A), where N is a set of nodes
and A = {(i,j):i € N,j € N,i < j} is a set of links. Depending on the type of infection, a node
might represent a computer, a person, an user account in a social media site, and so on. Similarly,
a link might represent communication channels between two computers, social contact between
two persons, friendship status between two user accounts, and so on. The models capture the state
of a system prior to an outbreak, in which some of the nodes in the network are infected and the
rest are susceptible to infection. Let I C N be the set of infected nodes, and S = N\ be the set of
susceptible nodes. The problem is to remove a set of links L C A to minimize the infection spread
in the resulting network, such that the cardinality of L is no greater than some integer parameter b.
Parameter b represents the available budget.

In the previous paragraph the objective “minimize the infection spread” was intentionally
vague. The spread of infections through a network is inherently stochastic, with a infectious node
infecting its neighbors with some probability [16]. However, existing stochastic optimization ap-
proaches such as stochastic programming and simulation-optimization are often computationally
intensive. Thus, this paper studies four deterministic optimization models, and each act as a proxy
for stochastic optimization and as link removal methods to minimize the infection spread. In
turn, this paper compares these four models along with some existing methods as measured by a

stochastic simulation.

3. Model Formulations

Each of the models optimizes a different network interdiction objective. In terms of the objec-
tives and the formulations, MINCONNECT and MINATRISK models are similar, and MINPATHS
and MINWPATHS models are similar. MINCONNECT and MINATRISK models optimize the num-
ber of connections. In contrast, MINPATHS and MINWPATHS models! optimize the number of

"'We briefly presented the third and the fourth (MINPATHS and MINWPATHS) models in a conference paper [20].
We describe them in detail in this paper.



transmission paths. Some of the parameters, variables, and constraints are common in the formu-
lations of all the four models. Therefore, we used the same notations for all the common variables
in all the formulations to avoid repetition.

We should mention here that any link between any pair of infected nodes is removed before
building the corresponding formulations because they both are already infected leaving the link
unable to transmit any infection. Since the removal is done before building the formulation, A in
the formulation is actually a subset of the original set of links in the network.

The following terms will be used in explaining our four models:

Transmission path: If a path between two nodes (at least one of them is susceptible) contains
no other infected nodes, it is a transmission path. If both of the nodes are susceptible, infection
can transmit through the path when one of them becomes infected, and no other nodes on the path
become infected at the same time.

Connection: Two nodes (at least one of them is susceptible) have one connection if there is at
least one transmission path between them.

Susceptible node at risk of infection: A susceptible node is at risk of infection if it has connec-

tions with one or more infected nodes.

3.1. MINCONNECT Model

The first model, MINCONNECT, seeks to minimize spread by minimizing the number of con-
nections between infected and susceptible nodes.

Let, N; be the set of neighbors of node i, and Q = {(i,j) : (i,j) E NXN,j>1i,(i,j) ¢ I x I}.
Q is the set of distinct pairs of nodes, and at least one of the nodes in each pair is susceptible. The

decision variables are as follows.

1 if iis connected to j
Xi j= )
0 otherwise

1 if link (i, j)is removed

Yij = ,
0 otherwise

The MINCONNECT model is formulated as follows.



(MinConnect) min Z Z Xij (1a)

ieS jel
st x4y >1 V(i,j)€eA (1b)
Xk —Xj+yii >0 V(k,i) € Q, 9]

VjEN,k#j,j¢l

Y vij<b (1d)

(i,j)€A
xij >0 V(i,j)eQ (le)
ylje{()?l} V(l,])EA (lf)

The objective function (1a) counts total number of connections between all the pairs of infected
and susceptible nodes. Constraint (1b) makes sure that two neighboring nodes i and j are connected
(x;j = 1) if the link (i, j) between them is not removed. Constraint (1c) makes sure that a node k is
connected to node i if node k is connected to node j and the link (i, j) is not removed. Constraints
(Ib) and (1c) together with the objective function (1a) ensure that x;; = 1 if and only if there exists
at least one path of unremoved links between i and j. There is no constraint (1c) for nodes i and k
if both of them are infected. There is no constraint (1¢) for nodes i and k through node j if node
Jj 1s infected. Moreover, i and k might be neighbors, but constraint (1c¢) checks their connectivity
through other neighbors. Constraint (1d) is the budget constraint. Note that x;; variables are defined
as binary. However, they are not required to be binary in the above formulation. Corollary 1 shows

that x;; variables will always have binary solutions.

Lemma 1. An implied lower bound on x;; is either 0 or 1 for all (i, j) € Q in any feasible solution
of the MINCONNECT model.

Proof. The proof is divided into three cases. Cases 1 and 2 can exist simultaneously for a pair of
nodes (i, j), whereas case 3 exists in the absence of cases 1 and 2. U

Case 1. Nodes i and j have a single link transmission path. Constraint (1b) ensures that x;; > 0

ifyij =1 andxij >1 ify,'j =0.

Case 2. Nodes i and j have one or more multiple link transmission paths. If y,, = 0 where
(p,q) € A for all of the links on a transmission path, then x,, > 1 for all the links on
that transmission path. From constraint (1¢), x;; > 1. If y,, = 1 for at least one link on
the transmission path, from constraint (1¢), x;; > 0. In this way, either x;; > 0 or x;; > 1
resulting from that transmission path. The same is true for all the transmission paths

between nodes i and j.



Case 3. If there is no transmission path between nodes i and j, constraint (le) ensures that
xij > 0 forall (i, j) € Q.

Considering all the three cases simultaneously, it is clear that the lower bound on x;; is either O or
1 for all (i, j) € Q in any feasible solution of the MINCONNECT model.

Corollary 1. An optimal solution to MINCONNECT exists such that x;; € {0,1} for all (i, j) € Q.

Proof. From Lemma 1, it is obvious that x;; € {0,1} for all (i, j) € Q in any optimal solution of
the MINCONNECT model because it is a minimization problem with an objective function of the
sum of x;; variables. L]

3.2. MINATRISK Model

The second model, MINATRISK, seeks to minimize spread by minimizing the number of sus-
ceptible nodes at risk of infection. The objective of this model is actually the same as the objective
in [8]. However, the formulation in [8] is a non-linear program, while we present a mixed-integer
linear programming formulation below.

All the parameters of this formulation are the same as the parameters in the formulation of the
MINCONNECT model. And, the additional decision variable z; is defined below.

1 if susceptible node iis at risk of infection
i =
0 otherwise

The MINATRISK model is formulated as follows.

(MinARisk) min )z (2a)
i€S

st (1b)——(1f) (2b)

z,-—x,-jzo VieS,jel (2¢)

The objective function (2a) counts the number of susceptible nodes at risk of infection. Con-
straint (2b) in this model includes the constraints (1b), (1c), (1d), (1e) and (1f) in the MINCON-
NECT model and serves the same purpose. The additional constraint (2c) makes sure that a sus-
ceptible node is at risk of infection if it is connected to one or more of the infected nodes. Note
that although z; for all i € S variables are defined as binary, they are not required to be binary in

the above formulation. Lemma 2 proves that z; variables will always have binary solutions.
Lemma 2. An optimal solution to MINATRISK exists such that z; € {0,1} foralli € S.

Proof. In the MINATRISK formulation, x;; > 0, or x;; > 1 for all (i, j) € Q from Constraint (2b)
based on Lemma 1. Now, from constraint (2c), z; > 0 or z; > 1 for all i € S. Hence, z; € {0,1}
for all i € S in the optimal solution since MINATRISK is a minimization problem with an objective
function of the sum of z; variables. OJ



Let, MINATRISK-Z be a variation of the MINATRISK formulation such that the binary con-
straint y;; € {0, 1} for all (7, j) € A in (2b) is replaced with 0 < y;; <1 for all (7, j) in A, and the
constraint z; € {0,1} for all i € S is added. Lemma 3 shows that any optimal fractional y;; so-
lution of the MINATRISK-Z formulation can be converted to a binary solution by simply setting
the fractional y;; values to O without altering the optimal objective function value. This finding
is particularly important because MINATRISK-Z is computationally much more efficient than the
MINATRISK formulation (see Section 5).

Lemma 3. Any optimal solution of the MINATRISK-Z formulation which has some fractional y;;
values can be converted to y;; € {0,1} for all (i, j) € A by setting the fractional y;; values to 0
without altering the optimal objective function value, and the optimal objective function value is
equal to the optimal objective function value of the MINATRISK formulation.

Proof. The proof is divided into two cases as follows. U

Case 1. Let us first examine the solution of the MINATRISK formulation if the binary constraint
yij € {0,1} for all (i, j) € A is removed. Suppose, the set of all the susceptible nodes is
divided into two sets S1 and S2. Nodes in S1 is connected to nodes in / through a set of
links L1 where |L1| > b. And, nodes in S2 is connected to nodes in / through a set of
links L2 where |L2| = b. From constraints (2b) and (2¢), it is possible to have a solution
such that 0 < y;; = ﬁ < 1 for all (i,j) € L1 and y;; = 0 for all (i,j) € L2 where
Y.(i,j)er1yij = b if |[S1| > [S2]. This is due to the reduction in the objective function
MIE ﬁ > |S2|. The quantity in the right side of the inequality is the reduction in
the objective function if the solution is y;; = 1 for all (i,j) € L2 and y;; = 0 for all
(i,j) € L1. So, the fractional solution is superior than the binary solution (Figure 1b).
However, for the MINATRISK-Z formulation and for the same fractional solution, the
reduction in the objective function is 0 < |S2| because z; = 1 in any solution in which
z; > 0 from constraint z; € {0, 1} for all i € S. So, the binary solution is superior than the
fractional solution (Figure 1a). For the MINATRISK formulation, the binary solution is

automatically selected.

Case?2. 1If |L2| <b < |L1
more node, the extra budget b — |L2| cannot be used to save any more nodes after saving

, and it requires more than b — |L2| links to be removed to save one

the nodes in S2. So, in the optimal solution if 0 < y;; < 1 for any (i, j) € L1, they can
be set to 0 without altering the objective function. Also, if b > |L| in the trivial case,
where L is the set of all the links connected to the infected nodes, the extra budget
b — |L| cannot be used because there is no remaining susceptible nodes to be saved
(Figure Ic). So, in the optimal solution if 0 < y;; < 1 for any (i, j) € A\L, they can be
set to 0 without altering the objective function. For the MINATRISK formulation, in



both |L2| < b < |L1| and b > |L| situations, links corresponding to the extra budget is

automatically set to either O or 1.

In both cases, the optimal solution after conversion will be y;; € {0, 1} for all (i, j) € A, and the opti-

mal solution of the MINATRISK formulation is equal to the optimal solution of the MINATRISK-Z

formulation.

3.3. MINPATHS Model

The objective of the MINPATHS model is to maximize the number of transmission paths re-

moved from the network.

Let, P,, be the set of transmission paths between infected node u and susceptible node v, and

Ly, be the set of links belonging to the w' transmission path in P,,. We use a modified depth

first search algorithm to find all the L,,,s. The additional decision variable used in this model is

as follows.

1 if the transmission path win P,,is removed
Liyw = )
0 otherwise

The MINPATHS model is formulated as follows.

(MinPaths) max Z Z Z tuvw

uclveSwepr,,
S.t. tyw — Z yij <0 VuelyveSwepr,
(i:j)ELuvw

tow <1 Yuel,veSweP,

Y yij<b

(i,j)eA
Yij € {071} V(l,]) €A

10

(3a)
(3b)

(30)
(3d)

(3e)



(a) Solution to MINATRISK-Z (b = (b) Solution to MINATRISK-Z without
1). Objective function value = 5. the binary constraint (b = 1). Objective
function value = 4.35.

(c) Solution to MINATRISK-Z (b =4). Objective function
value = 0.

Figure 1: Example solutions of the MINATRISK-Z formulation without and with the binary constraint. Figures 1a and
1b are for the same problem, and figure 1c is for a different problem. Red and blue nodes are infected and susceptible,
respectively. Links with fractional values on them are partially removed; links without any value are not removed; and
links with value 1 are completely removed.

Objective function (3a) counts the number of transmission paths removed from the network.
Constraints (3d) and (3e) are the same as the constraints (1d) and (1f) respectively in the MIN-
CONNECT model. Constraint (3¢) makes sure that if none of the links on the w'” transmission path
between infected node u and susceptible node v is removed, the transmission path is not removed.
Constraint (3e) guarantees that the values of the path removal variables do not exceed 1. Note that
although we do not use t,,,,s (path removal variables) as binary variables, the formulation guaran-
tees binary values of this variable in any feasible solution of the model. This satisfies our definition
of transmission paths.

There are potentially exponential number of paths between all the infected nodes and all the

11



susceptible nodes in a network. It means that the MINPATHS and the MINWPATHS models can
only be built and solved for relatively small networks (less than 20 nodes). Thus, we propose
greedy algorithms to solve them and demonstrate the performance of the algorithms in the com-
putational experiments in section 5. Algorithm 2 solves the MINPATHS model. Algorithm for the
MINWPATHS model can be found by simple modification of algorithm 2.

3.4. MINWPATHS Model

The objective of this model is to minimize the weighted number of transmission paths between
all the infected nodes and all the susceptible nodes. The weight of a transmission path is the product
of the transmission probabilities on each of the links on that path. Note that the MINWPATHS and
the MINPATHS models are the same except their objective functions.

Let, p be the probability of an infected node transmitting infection to a neighboring susceptible
node, and then p,,,, be the probability of transmission from infected node u to susceptible node v
on the w'" transmission path between them. p,,,, = p|L"VW|. The MINWPATHS model is formulated

as follows.

(MinWPaths) max Z Z Z Puvwluvw (4a)
uclveSwepP,,
(3b)—(3e) (4b)

Objective function (4a) ascertains the total number of weighted paths between all the infected
and susceptible nodes. The constraint (4b) in this model includes the constraints (3b), (3c), (3d),
and (3e) in the MINPATHS model and serves the same purpose.

4. Solution Algorithms

At first, we solve some of the problem instances of the optimization models using the commer-
cial solver CPLEX [7] to understand the need for developing any algorithm. It is clear that our
models cannot be solved for large problems (more than 300 nodes - average node degree 4) by a
commercial solver within reasonable time (two hours). Motivated by the previous studies that suc-
cessfully develop computationally efficient algorithms using Benders decomposition [6], we also
develop and test algorithm based on these decomposition technique. However, Benders decompo-
sition of the MINATRISK formulation is slower than its direct solution using CPLEX (Tables 1).
Therefore, we developed Monte Carlo-based greedy algorithms for all the four models. In this sec-
tion, we present the greedy algorithms, and in Section 5, we present and discuss the performances

of both the greedy and decomposition algorithms.
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4.1. Greedy Algorithm for the MINCONNECT Model

Algorithm 1 is the greedy algorithm for the MINCONNECT model. There are three nested loops
in the algorithm. At every iteration of the most outer loop (while), one of the links among all the
remaining links in the network having the highest potential to minimize the number of connections
between the infected and susceptible nodes is removed from the network. The potential of a link
to minimize the number of connections is estimated by temporarily removing this link along with
some other links to fill out the budgeted quota of links that can be removed and then, counting the
number of connections between the infected and susceptible nodes in the resulting network.

Note that M is a parameter used in all the algorithms. It controls the number of times a set of
links is randomly removed in the MINCONNECT and the MINATRISK models and the number of
trees generated randomly from each of the infected nodes at the beginning in the algorithms for the
MINPATHS and the MINWPATHS models. In other words, M is the number of replications in the

random selection processes of the greedy algorithms.
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Algorithm 1 Select a set of links to remove from a network to minimize the number of connections
between infected and susceptible nodes

1: procedure GREEDY-MINCONNECT

2: A network G := (N, A)

3: A set of infected nodes := 1
4: A budget :=b
5: Number of samples := M
6: N:=NO A:=A°
7: A set of susceptible nodes, S := N\ 1
8: A set of links, L :=0
9: while |L| < b do
10: fori:=1, |A| do
11: A:=A\A
12: TCAi =0
13: for j:=1, M do
14: TL:=b—|L| — 1 randomly selected links€ A
15: A:=A\TL
16: C4, := Remaining connections between nodes< I and nodese §
17: TCAi = TCA,- + CAi
18: A:=AUTL
19: end for
20: A:=AUA;
21: if TCy, < TCpey then
22: Ipest - =1
23: end if
24: end for
25: A:=A\A,;,,
26: L:=LUA,,,
27: end while
28: return L

29: end procedure

4.2. Greedy Algorithm for the MINATRISK Model

We do not present the greedy algorithm for the MINATRISK model separately because this
algorithm and the greedy algorithm for the MINCONNECT model are very similar. The only dif-
ference is that ip.s at any iteration of the while loop is selected based on TRy, rather than TCy,
where TRy, is the total remaining number of susceptible nodes at risk of infection when link A; is

evaluated.

4.3. Greedy Algorithm for the MINPATHS Model
Algorithm 2 is the algorithm for the MINPATHS model. In the MINPATHS algorithm, after

generating M trees, at each iteration of the main loop (while), the link that removes the maximum
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number of paths between the infected and susceptible nodes is removed from the network. At an
iteration, the number of paths removed by a link is calculated by temporarily removing the link
from the network and counting the number of paths removed from the remaining paths as a result

of removing the link under consideration.

4.4. Greedy Algorithm for the MINWPATHS Model

We do not present the greedy algorithm for the MINWPATHS model separately, because this
algorithm is similar to the one for the MINPATHS model. The difference is that iy, at any iteration
of the while loop is selected based on W Py, rather than Py,where WPy, is the number of weighted
paths removed from the total number of weighted paths when the link A; is evaluated.

Algorithm 2 Select a set of links to remove from a network to minimize the number of paths
between infected and susceptible nodes

1: procedure GREEDY-MINPATHS

2: A network G := (N, A)

3: A set of infected nodes :=1
4: A budget :=b
5: Number of trees := M
6: N:=NO A:=A°
7: A set of susceptible nodes, S := N\ 1
8: A set of links, L:=0
9: Randomly generate M trees of G from nodes in / to nodes in S
10: P := all the paths between infected and susceptible nodes in M trees
11: while |L| < b do
12: fori:=1, |A| do
13: A:=A\A;
14: Py, := number of paths removed from P
15: if Py, > Pp,s then
16: Ipest - =1
17: end if
18: A:=AUA;
19: end for
20: A:=A\A,,,
21: L:= LUAi;,m
22: end while
23: return L

24: end procedure

5. Computational Experiments

In this section, we investigate the computation times of the models for several different network

sizes and problem configurations. Network size here means the number of nodes, and problem
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configuration means a specific combination of the fraction of nodes infected and fraction of links
removed. Reader should assume Random network [9] as the underlying network type throughout
this paper unless some other network type is explicitly mentioned. The other network type used is
the Scale-free network [2]. Reader also should not confuse Random networks with randomly gen-
erated networks. All the networks (both Random and Scale-free) used in this paper are randomly
generated and have an average node degree of 4. Thus, the number of links in any of the networks
is double of the number of nodes with very minor variation. However, two networks with the same
network size might have different number of links between infected nodes. Therefore, the number
of links might have minor variation even for the same network size when they are input into the
optimization models because of the removal of links between infected nodes before inputting into
the models. All the experiments were carried out on a computer with an Intel core 17 2.90GHz
processor and 8GB RAM.

At first, we report the computation times of direct solutions of the MINCONNECT and the MI-
NATRISK models by CPLEX and the computation times of the decomposition technique for the
MINATRISK model. We do not report the computation times of the MINPATHS and the MIN-
WPATHS models by CPLEX as they can be solved for only small networks. Then, we evaluate
the performance of the greedy algorithms in terms of 1) the proportion of their solutions that are
optimal and 2) the average optimality gap. We also report the computation times required by the

greedy algorithms to solve problems up to 200 nodes.

5.1. MINCONNECT Model

We found that the computation time for solving this model using CPLEX varies a great deal
even for problem instances with the same number of nodes and budget (b). This is infact true for
both the MINCONNECT and the MINATRISK models. Thus, we conclude that problem instances
become easy or difficult to solve depending on the relative positions of the infected and susceptible
nodes in the network. Figure 2 shows the variation of the average computation time with respect
to the network size for different problem configurations. For each parameter combination, the

average computation time is taken over ten randomly-generated problem instances.
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Figure 2: Variation of average computation time of the MINCONNECT model with respect to network size for different
combinations of fraction of nodes infected and fraction of Links removed

5.2. MINATRISK Model

Recall that the MINATRISK model and the model in [8] have the same network interdiction ob-
jective. However, unlike the non-linear programming formulation in [8], we formulate the problem
as a mixed-integer linear program which can be solved by a commercial solver such as CPLEX for
relatively large problems. In [8], authors present an approximate algorithm that can solve prob-
lem instances with 200 nodes in about 2 hours. The equivalent MILP formulation proposed in
this paper, especially the MINATRISK-Z formulation can be solved to optimality by CPLEX for
problems with more than 150 nodes in less than 2 hours.

Figure 3 is constructed by plotting the average computation time of 60 problem instances of
different configurations for each network size for both the MINATRISK-Z and the MINATRISK
formulations. Figure 3 shows that average computation time of the MINATRISK-Z formulation is
less than that of the MINATRISK formulations, and also the former increases slower than the latter
as the number of nodes increases. In fact, computation times for the MINATRISK-Z formulation

are always less than the corresponding computation times for the MINATRISK formulation.
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Figure 3: Variation of average computation time of the MINATRISK and the MINATRISK-Z formulations

Figure 4 demonstrates an interesting behavior of the computation times of the MINATRISK-Z
formulation for different problem configurations. Apparently, the computation time varies signif-
icantly with the ratio between the fraction of nodes infected and the fraction of links removed.
The average computation time decreases as the ratio becomes smaller or larger than one. Recall
that there are approximately twice as many links as there are nodes in each of our experimental
networks because of average node degree being 4. So, equal fraction of infected nodes and links
to be removed means that on an average, the number of links that can be removed is half of the
number of links connected to the infected nodes. This is likely to increase the number of feasible

solutions, making the problem combinatorially more difficult.
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Figure 4: Variation of average computation time of the MINATRISK-Z model with respect to network size for different
combinations of fraction of nodes infected and fraction of links removed
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5.2.1. Benders Decomposition of the MINATRISK Formulation

Table 1 presents the computation times of 20 problem instances of 25 nodes. According to
Table 1, computation times using Benders decomposition, TotalTime = SubTime + MasterTime
for the MINATRISK formulation are much greater than the corresponding computation times using
CPLEX (MinAtRiskTime, MinAtRisk-ZTime). The problem is that even for relatively small prob-
lems such as those with 25 nodes, the algorithm requires a significantly large number of Benders
optimality cuts (Cuts) to find the optimal solution. The consequence is that the algorithm solves
the master problem to optimality many times. So, the proportion of the total time for solving the
master problem is dominant in the total time for solving a problem using Benders decomposition.
Formulation of the Benders decomposition master problem is given below. In the formulation of
the master problem (5), g(v) represents the sub-problem which calculates the number of suscepti-
ble nodes at risk of infection given a set of removed links. Refer to the supplemental material for

a complete description of the formulation and algorithm.

MP = min ¢(y) (5a)
st. Y yij<b (5b)

(i,j)eA
leE{O,l} V(l,])EA (50)
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’ No. ‘ Node ‘ Arc ‘ Infected ‘ LinkRemove ‘ Cuts ‘ SubTime ‘ MasterTime ‘ TotalTime ‘ MinAtRiskTime | MinAtRisk-ZTime

1 25 35 0.1 0.1 4 0 0 0 1 0
2 25 47 0.2 0.1 68 1 10 11 0 1
3 25 52 0.1 0.1 126 0 33 33 1 1
4 25 35 0.2 0.1 23 0 3 3 0 0
5 25 43 0.1 0.1 61 0 8 8 0 1
6 25 54 0.2 0.1 178 2 33 35 0 0
7 25 50 0.1 0.1 244 1 161 162 3 0
8 25 43 0.2 0.1 36 0 4 4 0 0
9 25 47 0.1 0.1 33 1 2 3 0 0
10 25 45 0.2 0.1 53 1 5 6 1 0
11 25 37 0.1 0.1 4 0 0 0 1 0
12 25 49 0.2 0.1 82 1 10 11 0 0
13 25 45 0.1 0.1 23 0 3 3 0 0
14 25 37 0.2 0.1 12 0 1 1 0 0
15 25 56 0.1 0.1 134 1 41 42 1 1
16 25 50 0.2 0.1 340 7 224 231 1 0
17 25 51 0.1 0.1 196 1 67 68 2 1
18 25 47 0.2 0.1 150 2 25 27 1 0
19 25 39 0.1 0.1 26 0 3 3 1 0
20 25 37 0.2 0.1 41 0 5 5 0 0

Table 1: Computation times (seconds) using benders decomposition (classical implementation) versus direct solution
using CPLEX.

5.3. Greedy Algorithms

To evaluate the performance of the greedy algorithms, we randomly generated 100 Random
networks, each with 12 nodes, for several problem configurations. Recall that the MINPATHS and
MINWPATHS models can only be solved by CPLEX for small networks. Therefore, to keep the
same basis of comparison for all the algorithms, we use a network of 12 nodes for performance
evaluation. The values of M (number of replications) are set to 100 in all of the greedy algorithms.

The dash bordered columns in figure 5 show the fraction of times the algorithms produced
optimal solutions, and the solid bordered columns show the average gap between the solutions
generated by the greedy algorithms and the optimal solutions found using CPLEX. According to
figure 5, more than 60% and 70% solutions for the MINCONNECT and the MINATRISK models,
respectively, solutions were optimal. On the other hand, even though the MINPATHS and MIN-
WPATHS algorithms found optimal solutions only about 15% and 23% of the times respectively,

their average optimality gaps were both less than 5%.
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Figure 5: Fraction of optimal and average gap of the greedy algorithms with respect to CPLEX solutions

Figure 6 presents average run times of the greedy algorithms for different network sizes. To
create this plot, we used 30 randomly generated random networks, 10 networks for each of the
three network sizes: 100, 150, and 200 nodes. The fraction of nodes infected, fraction of links that
can be removed, and transmission probability is equal to 0.2, 0.2, and 0.15 respectively for all the
problems. Figure 6 shows that on an average, the greedy algorithm for the MINATRISK model
takes about 600 seconds to solve problems with networks of 200 nodes, and this greedy algorithm
takes the longest time. In fact, the greedy algorithms for the MINPATHS and the MINWPATHS

models solve problems with networks of 200 nodes within a few seconds.
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Figure 6: Variation of average computation times with respect to network size using the greedy algorithms for all the

four models
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6. Comparison of Link Removal Methods in Minimizing Spread

Recall that our original objective is to minimize or to slow down the spread, and the network in-

terdiction models have connectivity-related objectives, which serve as proxies for reducing spread.

Therefore, to evaluate the effectiveness of these models and their associated greedy algorithms as

link removal methods in achieving the original objective, we compare them with three existing

methods using simulation. Thus, the methods evaluated in this section are:

1

2.

Optimal solution of MINCONNECT / Greedy algorithm solution of MINCONNECT.

Optimal solution of MINATRISK / Greedy algorithm solution of MINATRISK.

. Optimal solution of MINPATHS / Greedy algorithm solution of MINPATHS.

. Optimal solution of MINWPATHS / Greedy algorithm solution of MINWPATHS.

RANDDEL. In this link removal method, a random set, L C A of the links is removed from
the network, and a simulation is run on the residual network. The performance of this method

is evaluated as the average simulated performance over M replications.

GREEDYDEL [16]. In this method, links are iteratively removed from the network using
a metric called the minimum average contamination degree. A link to be evaluated in the
remaining network is temporarily removed from the network. Next, one random number is
generated for each of the links in the network, and the links having corresponding random
numbers greater than the probability of transmission are temporarily removed from the net-
work. Then, the contamination of the link under evaluation is calculated as the total number
of susceptible nodes at risk of infection in the remaining network. The above two steps are
carried out M times, and a total of M contamination degrees are estimated. Average contam-
ination degree is then calculated as the average of the M contamination degrees. Average
contamination degree is calculated for all the other links, and the link with the minimum
average contamination degree is removed from the network. The algorithm proceeds to the

next iteration and recalculates the average contamination degrees of the remaining links.

. BETWEENDEL. Betweenness centrality score (c(a)) of a link for this greedy algorithm is

calculated using the formula below. Although, Betweenness centrality score is a standard
metric for evaluating the importance of a link, the following formula is adapted from the
standard formula by Enns et al. [8]. The change is that the nodes pair (i, j) is composed of

an infectious and a susceptible node rather than (7, j) being any pair of nodes.

o(i, jla)
— 2 RS bt 6
C(a) (i,j)EIXS ¢(l7.]) ( )
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Here, ¢ (i, jla) is the number of shortest paths between infected node i and susceptible node j
on which link a is one of the links. @ (i, j) is the total number of shortest paths between node i
and node j. Then, the greedy algorithm works as follows. At each iteration, the link among the
remaining links having the maximum centrality score is removed from the network. Then, similar
to the GREEDYDEL algorithm, this algorithm also proceeds to the next iteration and recalculates
the centrality score of all the remaining links.

To evaluate one of these seven methods on a particular problem instance, we do the following:
1) generate the network, 2) obtain a solution from the method, 3) remove the links from the network
that are prescribed by the solution, and then 4) run a simulation of spread on the residual network.

We use discrete time stochastic SI and SIR simulations to compare the performances of all
the link removal methods. After running a simulation, performance metrics are estimated: 1)
Expected number of new infections (E (1, )) and 2) Expected time to infect half of the susceptible
nodes (E(T)). E(Iew) is the average number of new infections, and it is estimated from the SIR
simulation. E(T) is the average time to infect half of the susceptible nodes at the beginning of
each simulation run, and it is estimated from the SI simulation. E(I,,) and E(T) resemble the
amount and speed of the spread of infections, respectively. Average new infections is estimated
from the SIR simulation because it is always possible to estimate average new infections from
this simulation model whether the value is low or high, and the SIR simulation is also realistic
enough to be applicable in most of the spreading scenarios. In contrast, there might be a few or
no new infections if the nodes recover making it difficult to estimate the time to infect half of the
susceptible nodes. Hence, this metric is esimated from the SI simulation.

In the SI simulation, at each iteration (tick), all the infected nodes infect their susceptible
neighbors if the corresponding random numbers generated for the links are less than the probability
of transmission. In this simulation, infected nodes do not recover from infection. Infection spreads
in the same way in the SIR simulation also. However, there is a fixed probability of recovery for
the infected nodes. If the random number generated corresponding to an infected node is less than
the probability of recovery, that infected node recovers from infection and becomes immune from

further infection.

6.1. Experimental Setup

A total 1000 simulation replications were carried out to estimate the performance metrics for
each of the different combinations of the following factors: probability of transmission, fraction
of nodes infected, and fraction of links that can be removed. Table 2 shows the different values of

factors for which simulations were run:
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Factor Values
Transmission probability  0.05, 0.15, 0.25, 0.9

Fraction infected 0.1,0.2,0.3
Fraction of links removed 0.1,0.2
Network size (nodes) 12, 50, 150

Table 2: Factors and their values in the experiments

We compare the link removal methods both based on the optimal solutions of our models and
also based on the solutions using the greedy algorithms. We use networks of 12 nodes for the for-
mer set of comparisons, and networks of 50 and 150 nodes for the latter set of comparisons. Recall
that the MinPaths and the MinWPaths can only be solved for small networks. Thus, networks of
12 nodes is used for the comparisons involving optimal solutions of the models. We performed
the former set of comparisons (Figures 7 and 8) only on Random networks. But, we performed
the latter set of comparisons (Figures 9, 10, 11, and 12) on Random and Scale-free networks.
Networks of 150 nodes are used in the experiments involving Scale-free networks. Note that the

legend above figure 7 is applicable for all the plots used in the comparisons.

6.2. Comparison of the methods

Figures 7, 8,9, 10, 11, and 12 show how the relative effectiveness of the link removal methods
vary with respect to transmission probability. This plots are created using normalized values of
E(Iygw) and E(T). The maximum value in the denominator is taken over the seven methods for
each combination of factor settings.

It is clear from figures 7, 9, and 11 that the MINATRISK model is much more effective than all
the other methods in minimizing the spread of infections when the probability of transmission is
not very low. When the probability of transmission is very low, MINWPATHS is the most effective
in minimizing the spread of infections. It suggests that the infected nodes recover before spreading
infections through paths of low transmission probability. Thus, only the paths of high transmission
probability need to be removed. GREEDYBET and GREEDYDEL methods are comparable with
the MINWPATHS model in most of the scenarios with low transmission probability. It is also
clear from these figures that as the fraction of infected nodes increases relative to the fraction of
links that can be removed, the transmission probability beyond which the MINATRISK model is
more effective than other methods decreases. For example, in figure 11a, 0.1 is the transmission
probability beyond which the MINATRISK model is the most effective, and in figure 11b that

transmission probability is 0.05. Note that the ratio % is equal to %832 in figure 11a and
30%

20%

in figure 11b.
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Figure 7: Relative effectiveness of the link removal methods to minimize the average new infections (models are

solved to optimality using CPLEX)

Figures 8, 10, and 12 demonstrate that the MINWPATHS model is the most effective in slow-
ing down the spread when the probability of transmission is not very high. Effectiveness of the
GREEDYDEL and the GREEDYBET methods are the closest to the MINWPATHS model for low
values of transmission probability. However, as the probability of transmission increases, effec-
tiveness of the MINWPATHS model drops and becomes worse than the GREEDYBET and GREEDY-
DEL methods in most scenarios. Effectiveness of the GREEDYBET method is not particularly con-
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sistent. In some scenarios, it is the second or the third most effective method at low transmission
probabilities and the most effective method at high transmission probabilities (Figure 8, 10a, and
12a). But, in some other scenarios, effectiveness of this method is worse than most of the other
methods (Figure 10b, and 12b). The MINATRISK model which is very effective in minimizing
the spread of infections is inferior in slowing down the spread of infections in most scenarios.
However, the MinAtRisk model performs quite well in figure 12b. This is an indication that when
there are too many infected nodes and not enough links can be removed, complete isolation of the

susceptible nodes is a good method also to slow down the spread.
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Figure 8: Relative effectiveness of the link removal methods to maximize the time to infect half of the susceptible

nodes (models are solved to optimality using CPLEX)
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Patterns of the plots in figures 7 and 8 are similar to their counterparts among figures 9, 10, 11,
and 12. Recall that the first set of figures are generated using the optimal solutions (by CPLEX) of
our models, whereas, the second set is generated using the solutions by the greedy algorithms. The
fact that the patterns are similar is another validation of the effectiveness of the greedy algorithms.
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Figure 9: Relative effectiveness of the link removal methods to minimize the average new infections (models are

solved by greedy algorithms), Random network, n = 50
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Figure 10: Relative effectiveness of the link removal methods to maximize the time to infect half of the susceptible
nodes (models are solved by greedy algorithms), Random network, n = 50
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Figure 11: Relative effectiveness of the link removal methods to minimize the average new infections (models are

solved by greedy algorithms), Scale-free network, n = 150
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Figure 12: Relative effectiveness of the link removal methods to maximize the time to infect half of the susceptible
nodes (models are solved by greedy algorithms), Scale-free network, n = 150

7. Conclusion

This paper investigates the problem of removing a set of links from a network to minimize the

spread of infections. For that purpose, we develop four network interdiction models and formu-
late them as mixed-integer programs. We analyze a decomposition technique for the models and

explored their efficacy in solving the mixed-integer programming formulations. We also proposed
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greedy algorithms for the models. Then, we compared our methods along with random link re-
moval, the link removal method proposed by Kimura et al. [16], and a method based on modified
betweenness centrality in minimizing the spread of infections.

Our major findings are as follows:

1. The MINCONNECT and the MINATRISK models for networks with more than 125 nodes can
be solved to optimality within a reasonable time (2 hours). The MinAtRisk-Z formulation

can be solved for networks with more than 150 nodes in less than 2 hours.

2. Our greedy algorithms can solve problem instances with a network size of 200 nodes in less
than 10 minutes. On an average, more than 60% of the solutions for the MINCONNECT
model are optimal, and 70% of the MINATRISK solutions are optimal. Average optimality
gaps of the solutions for the MINPATHS and MINWPATHS algorithms are both less than 5%.

3. The probability of transmission is an important factor in determining the effectiveness of the
link removal methods. When infected nodes do not recover from infection (SI simulation)
and the transmission probability is low to moderate, the most effective strategy in slowing
down the spread of infections is to remove links to reduce the weighted number of paths
(MINWPATHS model). The effectiveness of this link removal method relative to other meth-
ods increases as the probability of transmission decreases. Therefore, intervention policies
should be based on removing paths of high transmission probabilities to slow down spread

for relatively less virulent infections.

4. When the probability of transmission is moderate to high and infected nodes can recover
from infection (SIR simulation), the most effective strategy in minimizing the number of
new infections is to remove links to minimize the number of susceptible nodes at risk of
infection (MINATRISK model). The effectiveness of this method relative to other methods
increases as the probability of transmission increases. So, for highly virulent infections, as

many susceptible nodes as possible should be completely isolated from the rest of the nodes.

Potential future studies could include: a) developing approximation algorithms to solve the op-
timization models for large problems, b) extending the idea of this paper to combined node and
link-based spread control, ¢) extend the idea to other applications such as finding optimal travel

restrictions in transportation networks, optimal interdiction of terrorist networks, etc.
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